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I. INTRODUCTION 

The difficulty of identifying sequences of accelerometer 

data captured by specialized harnesses or smart phones into 

recognized well-defined movements is known as human 

activity recognition. The ability to classify what activity a 

person is engaged in at any given time allows computers to 

provide support and instruction to that person prior to or 

throughout a task. The challenge arises from the diversity of 

our movements as we go about our daily tasks [1]. Hand-

crafting features from time series data based on fixed-sized 

windows and training machine learning models, such as 

ensembles of decision trees, are two traditional approaches to 

the problem. The problem is that this type of feature 

engineering necessitates extensive knowledge in the field. 

Deep learning approaches such as recurrent neural 

networks and one-dimensional convolutional neural 

networks, or CNNs, have recently been shown to produce 

state-of-the-art results on demanding activity recognition 

tasks using feature learning on raw data rather than data 

feature engineering. One of the most exciting areas of 

research is human activity identification utilizing smartphone 

sensors such as accelerometers. One of the time series 

categorization problems is the HAR. Various machine 

learning and deep learning models were used in this project 

to achieve the best final result. In the same way, we may 

utilize the Recurrent Neural Network (RNNLSTM)'s (long 

short-term memory) model to distinguish various human 

movements such as standing, climbing upstairs and 

downstairs, and so on. The LSTM model is a recurrent neural 

network that can learn order dependency in sequence 

prediction issues. This model is employed because it aids in 

the recall of values over arbitrary time spans. Walking, 

Upstairs, Downstairs, Sitting, and Standing are examples of 

human activity recognition activities [2]. 

The goal of this study is to look at a dataset of sensor data 

from human behaviors from a large number of people and see 

whether we can evaluate it, draw conclusions, and predict the 

activity using Machine Learning. We also try to see if we can 

recognize the participants based on their walking styles and 

derive additional conclusions. The possibilities of such a 

study can be used to scenarios such as activity detection, 

tiredness monitoring, individual identification, and probable 

deployment in extremely sensitive and secure workplaces, 

among others. Multiple applications of these models have 

resulted from the employment of new and improved 

technologies in this field by various researchers and 

developers [3]. The actions going place in real time can be 

tracked in a very effective and optimal manner thanks to such 

highly trained models. Unusual or suspicious behavior can be 

dealt with using simple measures that ensure peace and 

harmony in the living world. With the support of regular 

monitoring, this can also be very valuable in developing a 

smart home environment as well as a smart healthcare 
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service. Many security issues may be managed with attention, 

and the potential for harm can be reduced [4]. People's 

psychological well-being can also be ensured by such 

successful implementation of these models in day-to-day life, 

without fear of harm from such activities.  

The camera module can be used to implement the human 

activity recognition model, which captures the raw data that 

is used as an input to the recognition system. After feature 

extraction, activity categorization is done by producing 

different frames of such input data. This action is then 

classified as either normal or suspicious, and an alarm is 

forwarded to the appropriate authorities. Fig. 1 depicts 

Human Activity Recognition Methods. 

 

 
Fig 1. Human Activity Recognition Methods 

 

II. PROBLEM DEFINITION  

Following an assessment of the town's activities, it was 

discovered that many of them are of an unethical nature and 

are detrimental to people's well-being. Many other activities 

were also noticed, all of which had an influence and had 

consequences as a result of the absence of monitoring and 

sufficient care. These acts not only harm tangible items, but 

they also have a psychological influence on people. A lot of 

money is lost as a result of such acts. People, particularly 

youngsters and the elderly, must face consequences as a result 

of a lack of effective monitoring and care, which can be as 

terrible as the death of their loved ones. The faith in security 

infrastructure has been harmed as a result of numerous similar 

acts. To address all of these issues, we developed a Human 

Activity Recognition system based on machine learning. A 

camera module has been included in this system, which aids 

in the capture of real-time action sequences. Segmentation 

further divides this action sequence across multiple frames. 

Datasets extract features from input data, and the nature of 

activity is determined. Depending on the nature of the 

activity, it is regarded as either normal or suspicious. If the 

identified activity is of an abnormal type, an instant alarm 

signal is issued to the authority, and the adverse implications 

of such action can be minimized. In this research, an attempt 

is made to propose a viable remedy to such societal 

challenges. We've come to a conclusion with various 

solutions, which will help researchers and developers 

improve the system further. 

III. LITERATURE SURVEY 

Reference [5] employed principal component analysis to 

de-noise the signal before using a short-time Fourier 

transform to extract features from channel state information 

CSI. These characteristics were then fed into classifiers like 

the random forest (RF) and hidden Markov model (HMM). 

The findings were compared to those of a DL technique based 

on an LSTM, which did not require de-noising or feature 

extraction because these tasks were handled by the model. 

The RF and HMM models, respectively, scored 64.67 percent 

and 73.33 percent. The LSTM model had a 90.5 percent 

accuracy rating, which was almost 17 percent higher than the 

HMM model and about 26 percent higher than the RF model. 

Although the researchers acknowledged that LSTMs were 

substantially slower to train, these results suggest that DL 

models can outperform traditional approaches. 

Reference [6] classified four separate activities using CSI 

data obtained from numerous access points. A DL model is 

contrasted to an SVM technique, which uses numerous inputs 

into a convolutional neural network (CNN), which is then 

integrated into a fully connected layer and ultimately into a 

classifier. The results suggest that the DL approach improves 

data modelling accuracy by learning to model the data better. 

The CSI data is converted into spectrographs, which are then 

separated into time periods in this project.  

Reference [7] Using WiFi data, researchers compared an 

LSTM to one of the most prevalent univariate time series 

models, the Auto-Regressive Integrated Moving Average 

(ARIMA) model. The root mean square error (RSME) of 

LSTM predictions was reduced by 80.9 percent to 93.4 

percent, demonstrating once again that the DL technique is 

more promising in this area. 

Reference [8] introduced a DL approach to HAR known as 

the Auto-Encoder Long-term Recurrent Convolution 

Network (AE-LRCN). To learn representations and reduce 

inherent noise, an autoencoder was utilized. The raw CSI time 

window was turned into a latent space of 256 features, 

whereas our proposed solution used a CAE to compress the 

CSI time window into a latent space of 12 features, in addition 

to removing noise. 

Reference [9] A robust HAR system based on coordinate 

transformation, PCA (CT-Principal Component Analysis), 

and online SVM has been developed. To limit the effect of 

orientation fluctuations, the CT-PCA technique is applied. 

Their OSVM is self-contained and only utilizes a small 

amount of data from an unknown location. 

Reference [10] proposed a HAR technique using 

smartphone accelerometer data to alter position and 

orientation. They employ the magnitude of their acceleration 

as the fourth data dimension. In the model, they also use 

generic SVM and location specific SVM. 

Reference [11] many academics rely on generic machine 

learning algorithms since they require a large amount of 

training data. As a result, the focus of our paper is on generic 

ways to analyzing and detecting human behavior. 
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IV. PROPOSED SYSTEM ARCHITECTURE 

A. General System 

Our system constitutes of the following: 

1) Hardware 

The Camera Module is the major hardware component that 

has been employed to capture the real-time actions that have 

been conducted. The video is captured at a minimum of 30 

frames per second, which is then stripped down into 

individual frames to make 30 frames per second. A batch of 

16 frames is extracted at a time to examine the activity in 

progress. The processing unit on which the machine learning 

model runs is another important component. 

2) Cloud  

The frames taken from the hardware using the Camera 

module are examined further in the processing unit to look 

for any unusual behaviour. When this type of activity is 

detected, the cloud appears. Cloud is then notified of the 

questionable conduct, and it can warn the user or the 

appropriate authority. There are two methods for notifying 

the authority: 

a) Android application-based notification; 

b) GSM module for SMS. 

We use the cloud as an efficient storage solution because 

the data we acquire on a daily basis cannot be entirely stored 

on a physical device. Data stored in the cloud can be accessed 

from anywhere. 

B. Android Application  

On the Android application, you may see the data that is 

collected on the cloud. They can be real-time data or data that 

has been previously stored in the cloud. The authority or user 

can be notified by an Android application in a variety of 

methods, including notification alerts, vibrations, or flashing 

lights. This Android software will not only warn the user, but 

it will also alert the security or police authorities in the area 

where the action is occurring. On the app, you can send an 

alert through notification or SMS [12]. Along with the alarm, 

the location of the suspicious behavior can be sent to the 

appropriate authority. The user is also given a button that, 

when pressed, will sound an alarm near the camera or 

surveillance gadget. 

 

V. DIAGRAMS 

Fig. 2 and 3 depict the system architecture and flow chart. 

A. System Architecture 

 
Fig 2. System architecture. 

B. Flowchart 

 
Fig 3. Flowchart. 

 

VI. DATASETS 

This was a 6-category classification issue. The classes 

were chosen to represent the usual range of activities that a 

person might perform on a regular basis: sit, stand, walk, lay, 

fall, and empty. The lay class consisted of a person lying 

down on a desk, which was supposed to represent a person 

lying down on a bed [13]. A person falling and remaining on 

the ground was simulated in the fall class. These two 

exercises were chosen to demonstrate how this DL approach 

could be applied in a practical setting. There were two sets of 

data obtained. The first, Set A, collected all of the samples of 

each activity on the same day; the second, Set B, gathered 

three samples of all of the activities on the same day over 

seven days. Set A included 18 samples of each activity over 

the course of 160 seconds; the first and last 55 seconds were 

of the empty room, while the middle 60 seconds were of the 

activity. Set B was gathered in a different way, with three 

random sequences of each activity lasting 50 seconds each, 

totaling 970 seconds of CSI data every day [14]. Set B 

comprised a total of 110 samples and was used to assess the 

setup's temporal robustness. 

The centre 40 seconds of the samples were subsectioned 

and dissected into two 20-second samples to guarantee that 

only the relevant activity was done in each sample. Each of 

the 20-second samples was successively stacked into 50 

percent overlapping 4 second windows, which was used as 

the input data for the CAE, as mentioned above in the pre-

process section. Both datasets are accessible upon request 

from the relevant author [15]. 

 

VII. EXPERIMENT DESIGN 

The NVIDIA GeForce GTX 1080 graphics card with 8GB 

of memory was used for all training and testing. The 

operating system was Ubuntu 16.04.3, Python was version 

3.6, and TensorFlow was version 1.9. The CAE was trained 

with a mini-batch size of 128 whereas the TCN and LSTM 

were trained with a batch size of 32 due to the small amount 

of training samples. Set A 5-fold cross-validation was 

employed with 70% of the samples being utilized for the 

training set, 10% for the validation set, and 20% for the test 

set. SetB was tested using 7-fold cross-validation, with 5 days 

of training samples, 1 day of validation samples, and 1 day of 

testing samples. 

 

VIII. RESULT ANALYSIS 

Understanding human activities has become one of the 

most popular study issues in computer vision. The type and 
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amount of data used by each method is determined by the 

underlying algorithm's ability to handle diverse and/or large-

scale data. Due to crowded backgrounds, complex camera 

motion, substantial intraclass variances, and data collecting 

challenges, developing a completely automated human 

activity detection system is a difficult undertaking [16]. 

The camera first detects the presence of a human, then the 

activity that is taking place. The deep learning model utilized 

is ResNet, which generally employs 2D kernels, however 3D 

kernels are enabled to improve the efficiency of activity 

recognition. The kinetics400 dataset, which identifies 400 

different types of activities, was used to train the activity 

recognition model. In addition, 400 films of each action are 

available to improve accuracy [17]. 

For activity identification, the ResNet model for human 

activity recognition with 2D CNN employs 150 layers. This 

2D CNN ResNet model handles tasks such as detection, 

segmentation, and captioning, but our model additionally 

includes a 3D CNN that processes videos rather than images, 

increasing the chances of action recognition success. 

Detection, summarization, optical flow, segmentation, and 

captioning are some of the activities that can be completed 

[18]. As a result, as shown in table I, better accuracy in human 

activity recognition is attained. The LSTM is successful, with 

an overall average accuracy of 80.56 percent. 
 

TABLE I: LSTM CONFUSION MATRIX 

 Empty Sit Stand Walk Lay Fall 

Empty 100 0 0 0 0 0 

Sit 0 100 0 0 0 0 
Stand 0 0 83.3 0 16.7 0 

Walk 0 0 0 100 0 0 

Lay 0 0 33.3 0 66.7 0 
Fall 50 0 0 0 16.7 33.3 

 

IX. CONCLUSION 

We have suggested a machine learning-based Human 

Behavior Recognition system that deals with identifying 

activity as normal or suspicious based on its nature. Long 

short-term memory (LSTM), Bi-directional Long short-term 

memory (Bi-directional LSTM), Convolutional Neural 

Network (CNN) [19], and Convolutional LSTM were used to 

classify the majority of the activities. Our best performing 

model has an average classification accuracy of more than 89 

percent based on our analysis of 14 different activities. 

Despite the fact that earlier findings revealed that six human 

activities were employed in the research, our study followed 

numerous 06 human activities that are more generic than 

those used in past significant studies [20]. If more than 15 or 

20 human activities are used, the results may differ. 

Researchers in the future should look into the effects of more 

human activity. However, our findings only provide the 

necessary generalization for non-hand-oriented activity 

recognition scenarios. If any unusual activity is detected, an 

immediate alert notification is issued to authority, allowing 

for the reduction of further depressing repercussions. In the 

future, we'd like to investigate the performance of different 

machine learning techniques. In this experiment, we learned 

that simple machine learning algorithms can perform well 

with correct parameter tweaking, and that statistical testing 

can be used to establish the relevance of the results. 

X. FUTURE SCOPE 

Human Activity Recognition can help with smart home 

monitoring, healthcare services, security surveillance, and 

childcare, among other things. We may upgrade our 

programme in the future by employing object activity 

recognition, which allows us to track and analyse the 

activities that objects conduct. The use of combined huge 

datasets can be used to identify activities occurring at a 

slower rate of time. The system should be able to detect even 

the tiniest or most minute alterations [21]. If the actor 

performing the anomalous action is not captured in the first 

place, the data of the actor can be preserved, and the 

individual identified [22]. Activities that repeat themselves 

should be saved in order to save time and space throughout 

the recognition process. Such a paradigm can likewise be 

implemented in the government authority sector. Much more 

work can be done in terms of improving accuracy and dealing 

with difficulties such as optical identification and image 

background clutter. 
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